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Abstract

We present an algorithm to compute a higher dimensional analogue of modular
polynomials. This higher dimensional analogue, the ‘set of Hilbert modular
polynomials’, concerns cyclic isogenies of principally polarised abelian varieties
with maximal real multiplication by a fixed totally real number field K0. In the
2-dimensional case with K0 = Q(

√
5) we also provide an implementation together

with some optimisations specific to this case. We also explain applications of
this algorithm to point counting, walking on isogeny graphs, and computing
class polynomials.

Keywords: Hilbert modular polynomials, cyclic isogenies, abelian varieties,
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1. Introduction

The modular polynomial for elliptic curves of prime level ` is an irreducible
polynomial Φ`(X,Y ) ∈ Z[X,Y ] which, for every pair of `-isogenous elliptic
curves E and E′, satisfies

Φ`(j(E), j(E′)) = 0,

where j(E) is the j-invariant of the elliptic curve E. Examples of these modular
polynomials can be found for example on Sutherland’s website [31]. One of the
reasons that modular polynomials interest us is that given the j-invariant of an
elliptic curve E over a field k, we can find the j-invariants of all those elliptic
curves that are `-isogenous to it by computing the roots of Φ`(j(E), Y ) ∈ k[Y ].
In this article, we describe an analogue of the modular polynomial for principally
polarised abelian varieties of dimension g with real multiplication, which we call
a set of Hilbert modular polynomials. This set of Hilbert modular polynomials is
computed using Algorithm 6.3, one case of which is implemented in Magma [4]
and is available at www.martindale.info/research. Exactly as for elliptic
curves, the Hilbert modular polynomials can be used to study isogenies with
cyclic kernel (that preserve the polarisation and the real multiplication in a
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natural way). Note that these isogenies are not (`, . . . , `)-isogenies–an (`, . . . , `)-
isogeny can (under certain conditions) be decomposed into the ‘µ-isogenies’ (c.f.
Definition 2.2) studied in this article.

There are few different proposals in the literature for generalising modular
polynomials for `-isogenies of elliptic curves to (`, `)-isogenies of principally po-
larised abelian surfaces. Dupont [10] gave an analogue that allows us to compute
(`, `)-isogenous principally polarised abelian surfaces (not taking into account
real multiplication); there were also follow-up works by Bröker and Lauter [6]
and Milio [23]. These papers use the ‘Siegel moduli space’ interpretation where
we propose to use the ‘Hilbert moduli space’ interpretation. The advantage
of working in the Hilbert setting is that the coefficients and degrees of the
polynomials are much more manageable than in the Siegel setting, making it
possible to compute modular polynomials for higher prime levels than previously.

We argue that cyclic ‘µ-isogenies’ are, in the case of maximal real multi-
plication, a more natural generalisation of `-isogenies of elliptic curves than
(`, . . . , `)-isogenies. The applications presented in Section 8.2 refer to ‘walking
on isogeny graphs’. There are many algorithms for elliptic curves that use the
volcano structure of the isogeny graph of elliptic curves, for example [32] or [8],
or the endomorphism ring computation algorithm of [18]. The (`, . . . , `)-isogeny
graph of principally polarised abelian surfaces does not in general have a vol-
cano structure, but an isogeny graph of the cyclic ‘µ-isogenies’ studied in this
article does have a volcano structure, see [20, Chapter 3]. Hence, any algorithm
for elliptic curves that uses the ability to walk on the volcano isogeny graph
immediately generalises to principally polarised abelian varieties with maximal
real multiplication using the modular polynomials presented in this paper (see
Section 8.2 for some more details, including computational feasability). Further-
more, any application that requires you to compute a composition of isogenies
between two specific principally polarised abelian varieties with maximal real
multiplication may not be possible with only (`, . . . , `)-isogenies.

Remark 1.1. In his PhD thesis, Milio [22] independently described an algorithm
to compute Hilbert modular polynomials for a slightly different type of cyclic
isogenies (they do not necessarily preserve the embedding of the maximal real
order into the endomorphism ring), with a focus on dimension two. The methods
of computation are in Milio’s thesis and this work are also fundamentally different:
while we use linear algebra on the Fourier coefficients of the Hilbert modular
form (analogously to Enge’s method [11, Section 2.2] in genus 1), he uses
evaluation/interpolation (analogously to Enge’s method [11, Section 3] in genus
1). The advantage of his method is speed: for dimension 2 his algorithm
is quasilinear. Our method on the other hand works (theoretically) in any
dimension and for any modular invariant for which one can compute the Fourier
coefficients. Milio and Robert [24] have also independently written a follow up
paper presenting other, fundamentally different methods of computing Hilbert
modular polynomials.

The modular polynomial for elliptic curves of level ` parametrises `-isogenies of
elliptic curves (for ` prime) and is defined using the j-invariant. To generalise the
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modular polynomial to a Hilbert modular setting, we first fix a totally real number
field K0 of degree g over Q, and we write OK0 for its maximal order. We then
need to replace j by an ‘isomorphism invariant’ for objects (A, ξ, ι) ∈ POrdC,K0

,
the category of principally polarised complex abelian g-folds (A, ξ) with an
appropriate embedding ι : OK0

↪→ End(A) (see Definition 2.1 for the formal
definition). Let V be the Hilbert modular variety for SL(OK0

⊕ O∨K0
), as in

Definition 2.13, where O∨K0
is the trace dual of OK0 . We denote byMK0(Z) the

ring of Hilbert modular forms with coefficients in Z (c.f. Definition 2.10), and
we write Q(MK0

(Z)) for the field of quotients of modular forms in MK0
(Z) of

equal weight. We will see in Section 3 that for some d ∈ Z, there exist d Hilbert
modular functions

J1, . . . , Jd ∈ Q(MK0
(Z)),

such that the function field of V is C(J1, . . . , Jd), and for such J1, . . . , Jd, there
exists a Zariski-open affine subvariety U of V such that the rational map

(J1, . . . , Jd) : U // AdC

is an injective morphism.

Definition 1.2. A d-tuple of Q-linearly independant, non-constant Hilbert
modular functions (J1, . . . , Jd) ∈ Q(MK0

(Z))×d such that

C(V ) = C(J1, . . . , Jd)

is a choice of RM isomorphism invariants for K0.

Remark 1.3. Fixing U as above, if (A, ξ, ι) ∈ POrdC,K0 corresponds as in
Lemma 2.4 to a point τ ∈ U , then the d-tuple

(J1, . . . , Jd)(τ)

determines (A, ξ, ι) up to isomorphism. That is, on U , RM isomorphism invari-
ants are isomorphism invariants in the intuitive sense.

Modular polynomials for elliptic curves of level ` correspond to `-isogenies of
elliptic curves. Hilbert modular polynomials have a level µ, where µ is a totally
positive prime element of OK0

, and this corresponds to ‘µ-isogenies’ between
elements of POrdC,K0

. These isogenies respect the polarisation and the real
multiplication; for the formal definition see Definition 2.2.

Let H be the complex upper half plane. We want to view objects in POrdC,K0

as elements of Hg, where g is the degree of K0 over Q. We will be interested in
the action of matrix groups with entries in K0 on elements of Hg, hence it is
much more convenient to work with K0 ⊗ C instead of Cg. To this end, we fix
once for all a C-algebra isomorphism

Cg −→ K0 ⊗ C (1)

and we define K0 ⊗H to be the image of Hg under this isomorphism. Observe
that K0 ⊗H does not depend on the choice of isomorphism.
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Definition 1.4. For a totally positive prime element µ of OK0 , and for τ, τ ′ ∈
K0 ⊗H, we say that there exists a µ-isogeny

τ → τ ′

if there exists a µ-isogeny

(A, ξ, ι) −→ (A′, ξ′, ι′)

where the isomorphism classes of (A, ξ, ι) and (A′, ξ′, ι′) ∈ POrdC,K0
correspond

as in Lemma 2.4 to the equivalence classes of τ and τ ′ in V respectively. (It is
well-known that τ and τ ′ satisfy

H1(A(C),Z) = τOK0 +O∨K0
and H1(A′(C),Z) = τ ′OK0 +O∨K0

,

where H1 denotes the first singular homology group).

We can now state our main theorem:

Theorem 1.5. For a totally real number field K0 of degree g over Q, and a
totally positive prime element µ of OK0 , let V be the Hilbert modular variety
for K0 (as defined in Definition 2.13), and fix a choice of RM isomorphism
invariant (J1, . . . , Jd) for K0 (as defined in Definition 1.2). Then Algorithm 6.3
outputs a polynomial

Gµ(X1, . . . , Xd, Y ) ∈ Z[X1, . . . , Xd, Y ]

that has degree NormK0/Q(µ) + 1 in Y and such that the polynomial discriminant
∆Gµ(J1, . . . , Jd, Y ) is not constant zero on V , and outputs polynomials

Hµ,i(X1, . . . , Xd, Y, Zi) ∈ Z[X1, . . . , Xd, Y, Zi]

that are linear in Zi, where i = 2, . . . d. Furthermore, for any choice of Zariski-
open subvariety U of V such that the map

(J1, . . . , Jd) : U → AdC

is injective, there exists a codimension ≥ 1 subset S of U ∩ V such that for all

[τ ], [τ ′] ∈ (U ∩ V )− S ∪ {x ∈ (U ∩ V ) : ∆Gµ(J1(x), . . . , Jd(x), Y ) = 0},

there exists a µ-isogeny
τ → τ ′

if and only if
G(J1(τ), . . . , Jd(τ), J1(τ ′)) = 0,

and for i = 2, . . . , d,

Hµ,i(J1(τ), . . . , Jd(τ), J1(τ ′), Ji(τ
′)) = 0.
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Definition 1.6. For a totally positive prime element µ ∈ K0, we define a set of
Hilbert modular polynomials of level µ to be a set of polynomials{

Gµ(X1, . . . , Xd, Y ) ∈ Z[X1, . . . , Xd, Y ],
Hµ,i(X1, . . . , Xd, Y, Zi) ∈ Z[X1, . . . , Xd, Y, Zi]

}
i=2,...,d

such that Gµ(X1, . . . , Xd, Y ) and Hµ,i(X1, . . . , Xd, Y, Zi) satisfy the conclusions
of Theorem 1.5.

Remark 1.7. Even though Theorem 1.5 refers only to C, in practise we can use
it over finite fields. That is, as the coefficients of the polynomials are integral,
we can reduce them modulo a prime p, and for g = 2 the reduced polynomials of
level µ allow us to compute µ-isogenous principally polarised abelian surfaces
defined over Fp (see Section 7 for more details).

Remark 1.8. Algorithm 6.3 should be considered primarily as a theoretical
algorithm–with the current knowledge the input of the algorithm is only known
heuristically and furthermore even when the input is known the algorithm is
only practical for a small number of cases.

2. Preliminaries

2.1. Maximal real multiplication

In this article, we will study principally polarised abelian varieties of dimension
g defined over C that have maximal real multiplication, that is, the real part
of the endomorphism ring is a maximal order in a totally real number field of
degree g over Q.

Definition 2.1. Let K0 be a totally real number field of degree g over Q with
ring of integers OK0

, and define Ordk,g to be the category of ordinary abelian
varieties over a field k of dimension g. We define the objects of the category
Ordk,K0

to be pairs (A, ι), where A ∈ Ordk,g and ι : OK0
↪→ End(A) is an

embedding. A morphism in Ordk,K0 between two objects (A, ι) and (A′, ι′) is
given by a morphism f : A → A′ in Ordk,g such that the following diagram
commutes:

End(A)⊗Q
g 7→f◦g◦f−1

// End(A′)⊗Q

K0.

ι

OO

ι′

55

We define the objects of the category POrdk,K0
to be triples (A, ξ, ι), where

(A, ι) ∈ Ordk,K0
and ξ : A → A∨ (here A∨ denotes the dual abelian vari-

ety) is a principal polarisation of A, and the image of ι is stable under the
Rosati involution. A morphism in POrdk,K0

between two objects (A, ξ, ι) and
(A′, ξ′, ι′) ∈ POrdk,K0 is an isomorphism

f : (A, ι) −→ (A′, ι′)
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in Ordk,K0 that makes the following diagram commute:

A

ξ

��

f
// A′

ξ′

��

A∨ A′∨,
f∨
oo

where A∨, A′∨, and f∨ are the duals of A, A′, and f respectively.

Definition 2.2. Let K0 be a totally real number field with ring of integers OK0

and let k be a field. For

(A, ξ, ι), (A′, ξ′, ι′) ∈ POrdk,K0

and µ ∈ OK0
, we define a µ-isogeny f : (A, ξ, ι)→ (A′, ξ′, ι′) to be a morphism

f : (A, ι)→ (A′, ι′) in Ordk,K0
such that the following diagram commutes:

A
ξ

  

A
ι(µ)
oo

f
// A′

ξ′

��

A∨ A′∨.
f∨
oo

2.2. Hilbert modular forms

Following van der Geer [33] we give some preliminaries on Hilbert modular
forms; the interested reader should refer to van der Geer for more details.

Definition 2.3. Let K0 be a totally real number field of degree g over Q with
ring of integers OK0

. Let N be an invertible OK0
-ideal. Then the matrix group

SL(OK0
⊕N ) is defined as{(

a b
c d

)
∈ SL2(K0) : a, d ∈ OK0 , b ∈ N , c ∈ N−1

}
.

Let the group of 2×2 matrices with entries in K0 that have totally positive
determinant be denoted by GL2(K0)+. The group GL2(K0)+ acts on K0⊗H as(

a b
c d

)
· τ 7→ (aτ + b)(cτ + d)−1.

Lemma 2.4. Let K0 be a totally real number field of degree g over Q with
ring of integers OK0

, and write O∨K0
for the trace dual of OK0

. Then there is a
bijection

SL(OK0
⊕O∨K0

)\(K0 ⊗H) // {(A, ξ, ι) ∈ POrdC,K0
}/∼=
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where the image of τ ∈ SL(OK0 ⊕O∨K0
)\(K0 ⊗H) is

A = (K0 ⊗ C)/(τOK0
+O∨K0

)

with the natural embedding ι and the polarisation induced by the Riemann form
E : (K0 ⊗ C)× (K0 ⊗ C) −→ R given by

E(τu1 + u2, τv1 + v2) = tr(K0⊗R)/R(u1v2 − u2v1)

for u1, u2, v1, v2 ∈ K0 ⊗ R.

Proof. See [33, Chapter IX, Section 1].

Definition 2.5. Let κ be an integer, and let τ be in K0 ⊗H. Then the weight
function wκ is defined by

GL2(K0)+ × (K0 ⊗H) −→ C
(M, τ) 7→ (NK0/Q(det(M))−

1
2 N(K0⊗C)/C(cτ + d))κ,

where we choose the positive square root.

Definition 2.6. Let GL2(K0)+ and K0 ⊗H be as above. Let M be any matrix
in GL2(K0)+, and let f : K0 ⊗H→ C be a holomorphic map. Then we define
f |[M ]κ by

f |[M ]κ : K0 ⊗H → C
τ 7→ wκ(M, τ)−1f(Mτ).

It is straightforward to check that for M,N ∈ GL2(K0)+, we have

(f |[M ]κ)|[N ]κ = f |[MN ]κ .

Definition 2.7. Let GL2(K0)+ and K0⊗H be as above, and assume that g > 1.
Let Γ be a congruence subgroup of GL2(K0)+. We say that f : K0 ⊗H→ C is
a Hilbert modular form of weight κ for Γ if and only if it is holomorphic and for
all M ∈ Γ and τ ∈ K0 ⊗H, we have

f |[M ]κ(τ) = f(τ).

From this point on, if f is a Hilbert modular form of weight κ, then for M ∈
GL2(K0)+ we will write f |M for f |[M ]κ .

Remark 2.8. For g = 1, we also impose holomorphicity at the cusps (see e.g.
[35, p4]).

Definition 2.9. With notation as in Definition 2.7, if ϕ = f/g is the quotient
of Hilbert modular forms for Γ of equal weight, then we say that ϕ is a Hilbert
modular function for Γ.
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Definition 2.10. Let O∨K0
be the trace dual of OK0 . We define MK0,κ to be

the C-vector space of Hilbert modular forms for SL(OK0 ⊕ O∨K0
) of weight κ,

and we define
MK0

=
⊕
κ

MK0,κ

to be the graded C-algebra of all Hilbert modular forms for SL(OK0
⊕O∨K0

). For
f ∈MK0

, let coeffs(f) be the set of coefficients of the q-expansion of f around
the cusp at infinity. For a ring R, we define

MK0,κ(R) = {f ∈MK0,κ : coeffs(f) ⊆ R},

and
MK0

(R) = {f ∈MK0
: coeffs(f) ⊆ R}.

Definition 2.11. Suppose that g = 2. Then for f ∈ MK0,k, if for every
(τ1, τ2) ∈ K0 ⊗H = H2 we have

f(τ1, τ2) = f(τ2, τ1),

we say that f is symmetric.

Theorem 2.12. (Baily-Borel Theorem)
Let MK0

be the graded ring of Hilbert modular forms for SL(OK0
⊕O∨K0

). Then
the normal complex analytic space of Proj(MK0

) is a compactification of

V = SL(OK0
⊕O∨K0

)\(K0 ⊗H).

Proof. See [33, Theorem II.7.1].

Definition 2.13. We define the Hilbert modular variety V to be the normal
complex analytic space of Proj(MK0

). We will also refer to this as the Baily-Borel
compactification of V .

Proposition 2.14. (Rapoport)
MK0,κ(Z) is a finitely generated Z-module.

Proof. See [28, Proposition 6.6].

Lemma 2.15. (Rapoport)

MK0(Z)⊗Z C =MK0 .

Proof. See the proof of [28, Lemme 6.12].

Proposition 2.16. Let K0 be a quadratic number field of discriminant 5, 8, 13
or 17. Then MK0(Q) is a finitely generated Q-algebra, and the q-expansions of
a choice of generators are known.

Proof. For discriminant 5 see [26] or [21], for discriminant 8 see [25], and for
discriminants 13 and 17 see [21].

Assumption 2.17. In everything that follows, we will assume that MK0
(Q) is

a finitely generated Q-algebra.
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3. Defining RM isomorphism invariants

As before, let K0 be a totally real number field of degree g over Q, and let V
be the Hilbert modular variety for SL(OK0

⊕O∨K0
), as defined in Definition 2.13.

The aim of this section is to prove Proposition 3.1.
For completeness, we recall here the definition of RM isomorphism invariants

from above.

Definition 1.2. A d-tuple of Q-linearly independant, non-constant Hilbert mod-
ular functions

(J1, . . . , Jd) ∈ Q(MK0
(Z))×d

such that
C(V ) = C(J1, . . . , Jd)

is a choice of RM isomorphism invariants for K0.

Proposition 3.1. Write Q(MK0
(Z)) for the Q-algebra of quotients of Hilbert

modular forms in MK0(Z) of equal weight; assume as in Assumption 2.17 that
this is finitely generated as a Q-algebra. There exists d ∈ Z and a choice

J1, . . . , Jd ∈ Q(MK0
(Z))

of RM isomorphism invariants for K0. Furthermore, for such J1, . . . , Jd, there
exists a Zariski-open affine subvariety U of V such that the map

(J1, . . . , Jd) : U −→ AdC
is a well-defined injective morphism.

Proof. Write C(MK0
) for the field of quotients of elements of MK0

of equal
weight. By definition of V (see Definition 2.13), we have that C(V ) = C(MK0

),
and by Lemma 2.15, we know that

Q(MK0
(Z))⊗Q C = C(MK0

).

So let J1, . . . , Jd be generators of the Q-algebra Q(MK0
(Z)), so that

C(J1, . . . , Jd) = C(V ),

and write W for the image of (J1, . . . , Jd) in AdC. Then by [15, Corollary I.4.5],
there are non-empty Zariski-open subsets U ⊆ V and U ′ ⊆ W such that U is
isomorphic to U ′.

Example 3.2. If g = 1, so that K0 = Q, then we have that

SL2(OK0 ⊕O∨K0
)\K0 ⊗H = SL2(Z)\H.

The j-invariant for elliptic curves defines an isomorphism

j : SL2(Z)\H −→ A1
C.

Hence setting

V = SL2(Z)\H, V = P1
C, U = V, and J1 = j

gives us C(V ) = C(J1) and an injective morphism J1 : U → A1
C.
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4. Computing µ-isogenous elements in the moduli space

As before, in what follows, K0 is a totally real number field of degree g over
Q with ring of integers OK0

. The aim of this section is to prove Proposition 4.5.
This Proposition concerns the polynomials

Φµ(Y ) ∈MK0
(Z)[Y ]

and
Ψµ,i(Y, Zi) ∈MK0

(Z)[Y,Zi]

(defined below) from which, given a ‘sufficiently generic’ element τ ∈ K0 ⊗ H
we can read off the τ ′ ∈ K0 ⊗H that are µ-isogenous to τ (recall the definition
of µ-isogeny in this context from Definition 1.4). These polynomials are an
important stepping stone to computing the set of Hilbert modular polynomials
of Theorem 1.5.

From this point on, we fix RM isomorphism invariants (J1, . . . , Jd) ∈ Q(MK0
(Z))×d,

and a non-empty Zariski-open subvariety U of the Hilbert modular variety V
such that

(J1, . . . , Jd) : U −→ AdC
defines an injective morphism.

For i = 1, . . . , d, we choose fi and gi to be elements of MK0
(Z) of weight ki

such that
Ji = fi/gi. (2)

Definition 4.1. Let SL(OK0
⊕ O∨K0

) be as in Definition 2.3 and let µ be a
totally positive prime element of OK0

. Define

Γ0(µ) :=

{(
a b
c d

)
∈ SL(OK0 ⊕O∨K0

) : b ∈ µO∨K0

}
.

For any x ∈ K0 define

x :=

(
x 0
0 1

)
.

Lemma 4.2. Given a Hilbert modular form f ∈ MK0
(Z), for every N ∈

SL(OK0
⊕O∨K0

), the function f |µ−1N depends only on the class of N in

Γ0(µ)\SL(OK0
⊕O∨K0

).

Proof. Let

M :=

(
a b
c d

)
∈ Γ0(µ)

and let

M ′ :=

(
a µ−1b
µc d

)
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so that µ−1M = M ′µ−1. As b ∈ µO∨K0
and det(M ′) = 1 we have that M ′ ∈

SL(OK0 ⊕O∨K0
). In particular

f |µ−1MN = f |M ′µ−1N = (f |M ′)|µ−1N = f |µ−1N .

Definition 4.3. Denote by C a choice of coset representatives for the quotient
of groups

Γ0(µ)\SL(OK0
⊕O∨K0

).

We then further define

Φµ(Y ) :=
∏
M∈C

(
g1|µ−1MY − f1|µ−1M

)
and for each i = 2, . . . , d,

Ψµ,i(Y,Zi) :=
∑
M∈C

{(
gi|µ−1MZi − fi|µ−1M

)
·
∏
M′∈C
M′ 6=M

(
g1|µ−1M ′Y − f1|µ−1M ′

)}
.

Note that the definitions of Φµ(Y ) and Ψµ,i(Y,Zi) do not depend on the choice
of coset representatives for Γ0(µ)\SL(OK0

⊕O∨K0
).

Lemma 4.4. We have that

Φµ(Y ) ∈MK0
(Z)[Y ] and Ψµ,i(Y,Zi) ∈MK0

(Z)[Y,Zi].

Proof. Recall that for M ∈ C and N ∈ SL(OK0 ⊕O∨K0
), for every f ∈MK0 , we

have that
(f |µ−1M )|N (τ) = f |µ−1MN (τ).

In particular, acting by |N on the coefficients of Φµ(Y ) (and Ψµ,i(Y,Zi)) just
permutes the factors (or terms) of the defining product (or sum), leaving
Φµ(Y ) (and Ψµ,i(Y,Zi)) unchanged, hence the coefficients are modular forms
for SL(OK0 ⊕O∨K0

).

As Φµ is a univariate polynomial with coefficients that are modular forms for
SL(OK0 ⊕O∨K0

) of equal weight, the discriminant ∆Φµ is also a modular form
for SL(OK0

⊕O∨K0
). In particular, whether or not (∆Φµ)(τ) = 0 depends only

on the class of τ in V .

Proposition 4.5. Fix notation as in Definition 4.3 and recall from Definition 1.4
the definition of a µ-isogeny τ → τ ′ for τ, τ ′ ∈ K0 ⊗H. For any τ, τ ′ ∈ K0 ⊗H
such that the classes [τ ] and [τ ′] of τ and τ ′ in V are in

(U ∩ V )− {x ∈ (U ∩ V ) : (∆Φµ)(x) = 0},
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there exists a µ-isogeny τ → τ ′ if and only if for every i = 2, . . . , d, evaluating
Φµ(Y ) and Ψµ,i(Y,Zi) at (Y, Z2, . . . , Zd) = (J1([τ ′]), . . . , Jd([τ

′])), and then
evaluating the resulting modular forms at τ , gives

(Φµ(J1([τ ′]))) (τ) = 0 and (Ψµ,i(J1([τ ′]), Ji([τ
′]))) (τ) = 0.

We will prove Proposition 4.5 at the end of this section, by using the following
lemma and a representation of µ-isogenies up to isomorphism.

Lemma 4.6. If µ is a totally positive prime element of OK0
then the set

Γ0(µ)\SL(OK0
⊕O∨K0

) has NormK0/Q(µ) + 1 elements.

Proof. Define
k := max{n ∈ Z : (O∨K0

)−1 ⊆ µnOK0
}.

There is a bijection of sets

Γ0(µ)\SL(OK0
⊕O∨K0

) ←→ (µkΓ0(µ)µ−k)\(µkSL(OK0
⊕O∨K0

)µ−k)
M 7→ µkMµ−k.

We claim that {(
1 a
0 1

)
: a ∈ OK0/µOK0

}
∪
{(

0 1
−1 0

)}
is in bijection with (µkΓ0(µ)µ−k)\(µkSL(OK0

⊕O∨K0
)µ−k). Let(

a b
c d

)
∈ µkSL(OK0 ⊕O∨K0

)µ−k.

Then a, d ∈ OK0
, b ∈ µkO∨K0

and c ∈ µ−k(O∨K0
)−1. For every fractional ideal

N of OK0
, denote the localisation of N at the prime ideal µOK0

by N(µ).
As O∨K0

is an invertible OK0
-ideal and (OK0

)(µ) is a local ring, we have that
(O∨K0

)(µ) is a principal fractional (OK0)(µ)-ideal. Define α ∈ K0 such that

(µkO∨K0
)(µ) = α(OK0

)(µ). Then the following defines a group homomorphism:

r : µkSL(OK0
⊕O∨K0

)µ−k → SL2(OK0
/µOK0

)(
a b
c d

)
7→

(
a+ µOK0 α−1b+ µOK0

αc+ µOK0 d+ µOK0

)
.

Now OK0/µOK0 is a field as µOK0 is prime, and SL2(OK0/µOK0) acts on
P1(OK0

/µOK0
) as (

a b
c d

)
· (x : y) 7→ (ax+ by : cx+ dy).

The stabilizer of (0 : 1) is{(
a 0
c d

)
∈ SL2(OK0/µOK0)

}
,

the pull-back of which under r is µkΓ0(µ)µ−k, so the bijection follows from the
orbit-stabilizer theorem.
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Definition 4.7. We say µ-isogenies

f : (A, ξA, ιA)→ (B, ξB, ιB) and g : (A, ξA, ιA)→ (B′, ξB′ , ιB′)

are isomorphic if there exists a 1-isogeny ϕ : (B, ξB, ιB)→ (B′, ξB′ , ιB′) such that
the diagram

(A, ξA, ιA)
f
//

g

''

(B, ξB, ιB)

ϕ

��

(B′, ξB′ , ιB′)

commutes.

Definition 4.8. For every

(
a b
c d

)
= M ∈ GL2(K0)+ and for every τ ∈

K0 ⊗ H, we define ϕM,τ to be the element of HomOrdC,K0
(τ,Mτ) ⊗ Q that is

multiplication by (cτ + d)−1 on K0 ⊗ C.

Note that
ϕM,Nτ ◦ ϕN,τ = ϕMN,τ (3)

and
ϕ−1M,τ = ϕM−1,Mτ . (4)

Lemma 4.9. We have that ϕM,τ is an isomorphism in POrdC,K0
if and only if

M ∈ SL(OK0
⊕O∨K0

).

Proof. Write M =

(
a b
c d

)
and for any τ ′ ∈ K0 ⊗H let Eτ ′ be the Riemann

form
Eτ ′(u1τ + u2, v1τ

′ + v2) = trK0/Q(u1v2 − u2v1).

We get a commutative diagram of unpolarised abelian varieties, where the dashed
arrows are automorphisms of K0 ⊗ C that may or may not induce actual maps
of abelian varieties:

(K0 ⊗ C)/(τOK0 +O∨K0
)

f :=id(K0⊗C)

++

ϕM,τ :=(cτ+d)−1

// (K0 ⊗ C)/(MτOK0 +O∨K0
)

cτ+d

��

(K0 ⊗ C)/((aτ + b)OK0 + (cτ + d)O∨K0
).

Now f , and hence ϕM,τ defines an isomorphism on lattices if and only if M ∈
GL(OK0

+O∨K0
). Suppose now that M ∈ GL(OK0

+O∨K0
). It remains to show

that det(M) = 1 if and only if ϕM,τ is an isomorphism in POrdC,K0 , that is, if

Eτ (α, β) = EMτ (ϕM,τ (α), ϕM,τ (β)).

13



Write Eτ = trK0/Q ◦ Sτ and EMτ = trK0/Q ◦ SMτ . The matrices of Sτ and
ϕ∗M,τSMτ with respect to the (K0 ⊗ R)-basis {τ, 1} of K0 ⊗ C are(

0 1
−1 0

)
and

M

(
0 1
−1 0

)
M t

respectively, so Sτ = ϕ∗M,τSMτ if and only if det(M) = 1 and the result follows.

Lemma 4.10. Fix a totally positive prime element µ ∈ K0. Then for any
τ ∈ K0 ⊗H, there is a map

i : Γ0(µ)\SL(OK0
⊕O∨K0

) −→
{
µ-isogenies from τ

}
/∼=

M 7→ ϕµ−1,Mτ ◦ ϕM,τ ,

and i defines a bijection of sets.

Proof. Observe that idK0⊗C defines a µ-isogeny

ϕµ−1,τ :
(
(K0 ⊗ C)/(τOK0

+O∨K0
), ξ, ι

)
−→

(
(K0 ⊗ C)/(µ−1τOK0 +O∨K0

), µξ, ι
)
,

where ξ is a principal polarisation of (K0 ⊗ C)/(τOK0
+O∨K0

), which in other
words is a µ-isogeny τ → µ−1τ .

We claim that i is a well-defined injection of sets. Let M,N ∈ SL(OK0⊕O∨K0
)

and suppose that ϕµ−1,Mτ ◦ϕM,τ and ϕµ−1,Nτ ◦ϕN,τ are isomorphic as µ-isogenies.
That is, there exists an isomorphism

ψ : µ−1Mτ → µ−1Nτ

such that
ψ ◦ ϕµ−1,Mτ ◦ ϕM,τ = ϕµ−1,Nτ ◦ ϕN,τ , (5)

hence by (3) and (4)
ψ = ϕµ−1NM−1µ,µ−1Mτ . (6)

By Lemma 4.9, as ψ is an isomorphism, we have that

µ−1NM−1µ ∈ SL(OK0
⊕O∨K0

).

Define X = NM−1 and T = µ−1NM−1µ. As T and X ∈ SL(OK0
⊕O∨K0

), we

get further that X ∈ Γ0(µ)–that is, the matrices M and N are in the same
coset of Γ0(µ)\SL(OK0

⊕O∨K0
). Conversely, suppose that NM−1 ∈ Γ0(µ). Then

µ−1NM−1µ ∈ SL(OK0
⊕O∨K0

), so by Lemma 4.9 the map ψ defined by (6) is
an isomorphism. Hence i is a well-defined injection of sets.
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To show that i is in fact a bijection we proceed by counting. By Lemma 4.6
the set C (c.f. Definition 4.3) has NormK0/Q(µ) + 1 elements, so we just need to
show that there are at most NormK0/Q(µ) + 1 non-isomorphic µ-isogenies from
any given τ ∈ K0 ⊗H. If f : (A, ξA, ιA)→ (B, ξB, ιB) is a µ-isogeny, then

ker(f) ⊆ ker(µ) ∼= (OK0/µOK0)×2.

Also, as for every α ∈ OK0 the following diagram commutes:

ker(f)

��

// A

ιA(α)

��

f
// B

ιB(α)

��

ker(f) // A
f
// B,

the kernel of f is an OK0
-module, and hence an OK0

/µOK0
sub-vector space of

(OK0
/µOK0

)×2. Then, as deg(f) = NormK0/Q(µ), there are at most
NormK0/Q(µ)+1 distinct kernels of µ-isogenies from any given τ (or equivalently
any given (A, ξ, ι) ∈ POrdC,K0). Therefore it remains to show that there do not
exist non-isomorphic µ-isogenies

f : (A, ξA, ιA)→ (B, ξB, ιB)

and
f ′ : (A, ξA, ιA)→ (B′, ξB′ , ιB′)

with the same kernel. By the universal property of quotient maps there exists an
isomorphism α (of unpolarised abelian varieties) such that the following diagram
commutes:

A
f
//

f ′

  

B

α
��

B′.

We claim that α is a 1-isogeny. Consider the following diagram:

A

ξA ##

A
ιA(µ)
oo

f
// B(

1) ξB
��

α // B′(
2) ξB′

��

A∨ B∨
f∨

oo B′∨.
α∨

oo

(7)

Diagram (1) commutes as f is a µ-isogeny and the diagram formed by the outside
arrows commutes as f ′ is a µ-isogeny, hence diagram (2) commutes. Similarly,
consider the following diagram:

End(A)⊗Q
β 7→f◦β◦f−1

// End(B)⊗Q
β 7→α◦β◦α−1

// End(B′)⊗Q

K0

ιA
(
1)

ii

ιB

OO (
2) ιB′

55
(8)
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Diagram (1) commutes as f is a µ-isogeny and the diagram formed by the outside
arrows commutes as f ′ is a µ-isogeny and

f ′ ◦ β ◦ (f ′)−1 = (α ◦ f) ◦ β ◦ (α ◦ f)−1 = α ◦ (f ◦ β ◦ f−1) ◦ α−1.

Hence (2) commutes. Now: α defines an isomorphism of abelian varieties, dia-
gram (2) of Equation (7) commutes, and diagram (2) of Equation (8) commutes.
So by definition α : (B, ξB, ιB)→ (B′, ξB′ , ιB′) is a 1-isogeny. Hence f and f ′ are
isomorphic as µ-isogenies.

Proof of Proposition 4.5. Suppose first that there exists a µ-isogeny τ → τ ′.
Then by Lemma 4.10, there exists N ∈ C = Γ0(µ)\SL(OK0

⊕ O∨K0
) such that

this µ-isogeny is isomorphic to a µ-isogeny τ → µ−1Nτ , so we can identify τ ′

with µ−1Nτ . Plugging this into the definitions of Φµ(Y ) and Ψµ,i(Y,Zi), we get

Φµ(J1(µ−1Nτ)) = 0

and
Ψµ,i(J1(µ−1Nτ), Ji(µ

−1Nτ)) = 0.

Suppose now that (Y0, Z2,0, . . . , Zd,0) is a common root of Φµ(Y ) and Ψµ,i(Y,Zi).
One can see directly from the definition of Φµ and Ψµ,i that under the discrimi-
nant condition, the set of common roots of (4.3) is exactly the set

{(J1(µ−1Mτ), . . . , Jd(µ
−1Mτ)) : M ∈ C}.

Therefore, there exists N ∈ C such that

(Y0, Z2,0, . . . , Zd,0) = (J1(µ−1Nτ), . . . , Jd(µ
−1Nτ)),

and by Lemma 4.10 there exists a µ-isogeny

τ → µ−1Nτ.

5. Computing the RM isomorphism invariants for a given genus 2
curve

In Definition 1.2, we defined RM isomorphism invariants for elements of
POrdC,K0

. Restrict now to the dimension 2 case. It is however not immediately
clear how to compute these given the equation of a genus 2 curve. We have a
computational advantage in genus 2, which is that there already exist Igusa-
Clebsch invariants to determine a curve up to isomorphism.

Definition 5.1. For a curve C of genus 2 over a field k with char(k) 6= 2, there
exists a hyperelliptic model y2 = f(x) of C, where f is a separable polynomial
of degree 6. Fix such a model, denote by c the leading coefficient of f , fix an
ordering x1, . . . , x6 of the roots of f in its splitting field, and denote by (ij) the
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difference xi − xj . For char(k) 6= 2, 3, 5, we define the Igusa-Clebsch invariants
of C to be

I2 = c2
∑

(12)2(34)2(56)2,

I4 = c4
∑

(12)2(23)2(31)2(45)2(56)2(64)2,

I6 = c6
∑

(12)2(23)2(31)2(45)2(56)2(64)2(14)2(25)2(36)2,

I10 = c10
∏

(12)2,

where each sum and product runs over the distinct expressions obtained by
applying a permutation to the index set {1, . . . , 6}.

These invariants are integral whenever f is integral. The Igusa-Clebsch
invariants are ‘invariants for the Siegel moduli space’. Before making this more
precise, we recall some facts about the Siegel moduli space.

Definition 5.2. We define

Sym2(C) =

{(
τ1 τ2
τ2 τ3

)
∈ Mat2×2(C)

}
,

and for τ ∈ Sym2(C), we write Im(τ) > 0 for ‘Im(τ) is positive definite’.

Definition 5.3. The Siegel upper half space is defined to be

H2 =

{
τ =

(
τ1 τ2
τ2 τ3

)
∈ Sym2(C) : Im(τ) > 0

}
,

and the symplectic group

Sp2(Z) =

{
γ ∈ GL4(Z) : γ

(
0 I2
−I2 0

)
γtr =

(
0 I2
−I2 0

)}
acts on H2 via (

A B
C D

)
· τ = (Aτ +B)(Cτ +D)−1.

The field of rational functions of the coarse moduli space for hyperelliptic curves
of genus 2 can be generated by three Siegel modular functions, as shown by
Igusa in [16]. Following the notation in the Echidna database [17], we choose as
generators three Siegel modular functions

i1, i2, i3 : Sp2(Z)\H2 −→ C

such that, if C is a curve of genus 2, and [τ ] ∈ Sp2(Z)\H2 is the point in the
moduli space corresponding to C, then

i1(τ) = (I4I6/I10)(C), (9)

i2(τ) = (I32I4/I10)(C), (10)

i3(τ) = (I22I6/I10)(C). (11)
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Now, for a totally real quadratic number field K0, the forgetful functor

POrdC,K0
−→ POrdC,2

(A, ξ, ι) 7→ (A, ξ)

induces a map

φ : SL(OK0
⊕O∨K0

)\K0 ⊗H→ Sp2(Z)\H2,

which is generically 2-1. We will refer to this as the modular map. The image of
this map is called the Humbert surface for K0, and is denoted as HK0

. That is,
the modular map φ induces a degree 2 map

φ :MK0
−→ HK0

.

In particular, as there exist 2 algebraically independent Siegel modular functions
f1 and f2 in

C(HK0
) ⊆ C(i1, i2, i3),

we get 2 algebraically independent Hilbert modular functions

J1 = φ∗f1 and J2 = φ∗f2 (12)

in C(MK0). Also, by construction, we get that J1 and J2 are symmetric, that is,
that if σ is the generator of Gal(K0/Q), then for all τ ∈ K0 ⊗H, we have that

J1(σ(τ)) = J1(τ) and J2(σ(τ)) = J2(τ).

Formally extend J1, J2 to a full set of RM isomorphism invariants J1, . . . , Jd
in the sense of Definition 1.2. Recall from Definition 1.2 that J1, . . . , Jd
are Q-linearly independent and generate the Q-algebra Q(MK0

(Z)) and from
Lemma 2.15 and Definition 2.13 that

Q(MK0(Z))⊗Q C = C(MK0) = C(J1, . . . , Jd) = C(V ).

In particular C(V ) is a finite separable field extension of C(J1, J2) and hence
can in fact be generated by one element; choose such an element and denote it
by J3. Write m(X) ∈ C(J1, J2)[X] for the minimal polynomial of J3; then m(X)
is the pullback along φ of a polynomial in C(i1, i2, i3)[X]. The subtlety of how
to choose the root of m(X) in practice is addressed in Algorithm 7.5, Step 2.

Note that Assumption 2.17 is not in fact an assumption in genus 2, and recall
that we have explicit generators for the cases given in Proposition 2.16.

Example 5.4. Gundlach [14] and Müller [26] computed formulae for a choice of
isomorphism invariants J1, J2, and J3 for K0 = Q(

√
5), and gave the functions

from which J1, J2, and J2
3 (here m(X) is quadratic and without a linear term)
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are pulled back along φ:

J1 =φ∗
(

2−63−3i21i
2
2 + 2−332i1i

2
2 − 2−43−3i1i

3
3 + 2−532i2i

2
3

i21i
2
2 + 2235i1i22

)
, (13)

J2 =φ∗
(

29i31i
2
2 + 21135i21i

2
2

i21i
2
2 + 22i1i33 − 2 · 35i2i23

)
, (14)

J2
3 =55 − 2−153J1J2 + 2−4J2 + 2−13252J2

2J
3
1 − 2−3J2

1J
2
2 (15)

− 2 · 33J3
2J

5
1 + 2−4J3

2J
4
1 .

Remark 5.5. For each choice of K0, we have to recalculate RM isomorphism
invariants J1, J2, and J3. In [19, Theorem 2.2], Lauter, Naehrig, and Yang give
a method to compute the pullbacks of the theta constants along the modular
map, from which it should be possible to calculate a choice of Siegel modular
functions f1 and f2 as in (12), but the minimal polynomial of J3 over Q(J1, J2)
is not known in general.

Recall from Lemma 2.15 that C(V ) = Q(MK0
(Z))⊗C, so that in particular

a choice of Q-algebra generators J1, . . . , Jd for Q(MK0
(Z)) is also a choice

of C-algebra generators for C(V ). In the cases for which a complete set of
generators is known, namely K0 of discriminant 5, 8, 13, and 17, we can choose
RM isomorphism invariants J1, J2, J3 ∈ Q(MK0(Z))×3 for which J1 and J2
are symmetric Hilbert modular functions (as above) and J2

3 ∈ Q(J1, J2). For
simplicity, when working in genus 2, we restrict to this case in all that follows.

6. The algorithm in dimension g

Let Φµ(Y ) and Ψµ,i(Y,Zi) be as given in Definition 4.3. Given any choice
of coset representatives for Γ0(µ)\SL(OK0 ⊕O∨K0

) it is possible, just by writing
out the definitions, to write out explicit formulae for the q-expansions of the
coefficients of Φµ(Y ) and Ψµ,i(Y, Zi). We now outline how to use such Fourier
expansions to compute a set of Hilbert modular polynomials.

Suppose that we have a choice γ1, . . . , γs of Q-algebra generators ofMK0
(Q),

and that for each γi we know its weight κi and can compute its Fourier expansion.
Then for each coefficient f ∈ MK0(Z) of Φµ(Y ) or Ψµ,i(Y,Zi) it is just linear
algebra to determine integers h1, . . . , hs and rational numbers bh, where h =
(h1, . . . , hs), such that

f =
∑

{h∈(Z≥0)s:
∑s
j=1 hjκj=k}

bh

s∏
j=1

γ
hj
j , (16)

where k is the weight of f : Suppose that {δ1, . . . , δg} defines an integral basis of
O∨K0

, define qn = e2πitr(δnτ), and for (t1, . . . , tg) = t ∈ Zg, define

qt =

g∏
n=1

qtnn .
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Then for each h appearing in the summand range of (16), there exist rational
numbers βh(t) such that

s∏
j=1

γ
hj
j =

∑
t∈Zg

βh(t)qt.

Of course, there also exist rational numbers α(t) such that

f =
∑
t∈Zg

α(t)qt.

Then, writing {t1, . . .} = {t ∈ Zg} and

{h1, . . . , hr} =

h ∈ (Z≥0)s :

s∑
j=1

hjκj = k


we can rewrite equation (16) as

(α(t1), . . .)

(
qt1
...

)
=
(
bh1

, . . . , bhr
) βh1

(t1) · · ·
...

βhr (t1) · · ·

( qt1
...

)
, (17)

which we can now solve just with linear algebra over Q. At some cut-off point tN
the linear system will be completely determined: one should choose the precision
P up to which to input the coefficients of the Fourier expansions γ1, . . . , γs into
the computer in such a way that this system has a unique solution for every
coefficient f ∈MK0

(Z) of Φµ(Y ) or Ψµ,i(Y,Zi). For details on how to do this
in a somewhat optimised way for the case that is fully implemented (i.e. g = 2
and K0 = Q(

√
5)), see the MAGMA code at www.martindale.info/research.

Assumption 6.1. From now on, we assume that we are in case in which we have
a choice γ1, . . . , γs ∈MK0

(Z) of Q-algebra generators of MK0
(Q) for which:

1. We know the weights κ1, . . . , κs of γ1, . . . , γs respectively.
2. We know the coefficients of the Fourier expansions of γ1, . . . , γs up to the

required precision P .

Recall from Proposition 2.16 that this assumption holds (at least) for quadratic
K0 of discriminant 5, 8, 13, or 17.

To deduce the set of Hilbert modular polynomials Gµ and Hµ,i (c.f. Def-
inition 1.6) from Φµ and Ψµ,i, we first have to scale Φµ and Ψµ,i so that the
coefficients are in Q(MK0

(Z)). To do this, we construct a ring homomorphism

MK0(Z) −→ Q(MK0(Z)).

To this end, we define

λ = gcd

({
s∑
i=1

ciκi : (c1, . . . , cs) ∈ Z×s
})

= gcd({κ1, . . . , κs}),
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and choose w1 and w2 such that MK0,w1(Z),MK0,w2(Z) 6= ∅ and λ = w1 − w2.
Then choose

ϕ ∈MK0,w2
(Z) and ψ ∈MK0,w1

(Z), (18)

and define
ϕi = ϕκi/λ and ψi = ψκi/λ.

This defines a map

MK0,κi(Z) −→ Q(MK0
(Z))

γi 7→ ϕi
ψi
γi

which extends Z-linearly to a map

ρ :MK0
(Z) −→ Q(MK0

(Z)), (19)

which is in fact a ring homomorphism. In Algorithm 6.3, we will assume that the
representations of ρ(γ1), . . . , ρ(γs) as rational functions in J1, . . . , Jd are known.

Example 6.2. Müller [26] defined four elements (γ1, γ2, γ3, γ4) = (g2, s5, g6, s15)
of MQ(

√
5)(Z) of weights 2, 5, 6, and 15 respectively that generate MQ(

√
5)(Q)

as a Q-algebra and defined modular functions

(J1, J2, J3) =

(
g52
s25
,
s6
g32
,
s35
s15

)
, (20)

such that Q(MK0
(Z)) = Q(J1, J2, J3). In this case, we get that λ = 1, we choose

w1 = 5 and w2 = 4, and we choose ϕ = g22 and ψ = s5. Then

γ1 = g2 7→
g52
s25

= J1

γ2 = s5 7→
g102
s45

=

(
g52
s25

)2

= J2
1

γ3 = s6 7→
g122 s6
s65

=

(
g52
s25

)3
s6
g32

= J3
1J2

γ4 = s15 7→
g302 s15
s155

=

(
g52
s25

)6
s15
s35

= J6
1J
−1
3 .

The choice given in Equation (20) is the choice in the implementation of Algo-
rithm 6.3 that can be found at www.martindale.info/research.

Algorithm 6.3 is a theoretical algorithm to compute a set of Hilbert modular
polynomials in the sense of Definition 1.6. Note that in practise the inputs to
this algorithm are difficult to compute - more research is needed before we can
compute the γi and related quantities for dimensions higher than two. This is
beyond the scope of this work so we leave this as an open question.
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Algorithm 6.3.
INPUT: A totally real number field K0 of degree g over Q, the q-expansions of
generators γ1, . . . , γs of the Q-algebra MK0

(Q) up to the precision P explained
above, the images of γ1, . . . , γs under ρ as rational functions of J1, . . . , Jd, and a
totally positive element µ ∈ OK0

that generates a prime ideal.
OUTPUT: Polynomials

Gµ(X1, . . . , Xd, Y ) ∈ Z[X1, . . . , Xd, Y ]

Hµ,i(X1, . . . , Xd, Y, Zi) ∈ Z[X1, . . . , Xd, Y, Zi],

for i = 2, . . . , d, satisfying the conclusions of Theorem 1.5.

1. Compute the q-expansions of the coefficients of Φµ and Ψµ,i up to precision
P . For more details in genus 2, see Lemma 7.3.

2. As in (16) or (17), write each coefficient of Φµ and Ψµ,i as elements of
Z[γ1, . . . , γs] using linear algebra on the Fourier expansions.

3. Define ρ̃ to be i ◦ ρ, where i is the ring homomorphism defined by

i : Q(J1, . . . , Jd) −→ Q(X1, . . . , Xd)
Ji 7→ Xi.

Define
Gµ(X1, . . . , Xd, Y ) ∈ Z[X1, . . . , Xd, Y ]

to be the numerator of ρ̃(Φµ(Y )) and

Hµ,i(X1, . . . , Xd, Y, Zi) ∈ Z[X1, . . . , Xd, Y, Zi]

to be the numerator of ρ̃(Ψµ,i(Y, Zi)). (To apply ρ̃ to a polynomial with
coefficients in MK0

(Q), just apply ρ̃ to the coefficients).

We have implemented a more optimised version of this in MAGMA for
K0 = Q(

√
5) and K0 = Q(

√
2), see Section 7. That the output of Algorithm 6.3

is correct was in the statement of Theorem 1.5, which we now prove:

Proof of Theorem 1.5. Define D̃1(X1, . . . , Xd) and D̃i(X1, . . . , Xd) ∈ Z[X1, . . . , Xd]
to be the denominators of ρ̃(Φµ(Y )) and ρ̃(Ψµ,i(Y,Zi)) respectively, and define

D =

d∏
i=1

D̃i(J1, . . . , Jd) ∈ Q(MK0
(Z)).

Then D is a Hilbert modular function, so extends to a quotient of holomorphic
functions on the compact algebraic variety V . A holomorphic function on a
compact algebraic variety has finitely many poles and if it has zeroes then
by Chow’s Theorem the zero-locus defines a closed algebraic subvariety. In
particular, as D is not identically zero and V is irreducible (see [1, Theorem
10.4]), the zero-locus of the numerator (resp. denominator) is either empty or
defines an algebraic subvariety of V of codimension at least one. Let S be the
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set of all [τ ] ∈ U ∩ V for which τ defines a zero or pole of D; then S is a subset
of U ∩ V of codimension at least one.

Suppose now that [τ ] 6∈ S. It is immediate from Proposition 4.5 that the
roots of (Φµ(Y ))(τ) are given by the first isomorphism invariant J1(τ ′) of all
the τ ′ ∈ K0 ⊗H that are µ-isogeneous to τ , up to isomorphism. If all the J1(τ ′)
are distinct then it also follows from Proposition 4.5 that the unique root of
(Ψµ,i(J1(τ ′), Zi))(τ) is Ji(τ

′). If they are not distinct then (∆Φµ)(τ) = 0, so as
[τ ] 6∈ S, we have that ∆Gµ(J1(τ), . . . , Jd(τ), Y ) = 0. Hence, for every

[τ ], [τ ′] ∈ (U ∩ V )− S ∪ {x ∈ (U ∩ V ) : ∆Gµ(J1(x), . . . , Jd(x), Y ) = 0},

there exists a µ-isogeny τ → τ ′ if and only if (Φµ(J1(τ ′))(τ) = 0 and for
i = 2, . . . , d, we have that (Ψµ,i(J1(τ ′), Ji(τ

′))(τ) = 0. But for every

[τ ], [τ ′] ∈ (U ∩ V )− S ∪ {x ∈ (U ∩ V ) : ∆Gµ(J1(x), . . . , Jd(x), Y ) = 0},

we have that (Φµ(J1(τ ′))(τ) = 0 if and only if

Gµ(J1(τ), . . . , Jd(τ), J1(τ ′) = 0

and, for i = 2, . . . , d, we have that (Ψµ,i(J1(τ ′), Ji(τ
′))(τ) = 0 if and only if

Hµ,i(J1(τ), . . . , Jd(τ), J1(τ ′), Ji(τ
′)) = 0,

so the theorem follows.

7. Computational details and simplifications for genus two

We only implemented an algorithm to compute the set of Hilbert modular
polynomials in genus 2, and only for small quadratic fields K0, due to the fact
that we do not know explicit q-expansions for the RM invariants J1, . . . , Jd in
any other larger genus. Hence, except where explicitly stated otherwise, we
restrict now to the genus 2 case, and for simplicity, we set d = 3 (recall from
Section 5 that this is always theoretically possible). Some of the improvements
on the general algorithm Algorithm 6.3 outlined in this section also apply to
higher dimension; we will indicate this where relevant.

Lemma 7.2 gives one simplification of the formulae for genus 2: in this case
K0 is quadratic, so that there is an isomorphism OK0

∼= O∨K0
of OK0

-modules.
This isomorphism extends naturally to an isomorphism SL2(OK0

)\(K0 ⊗H) ∼=
SL(OK0

⊕O∨K0
)\(K0 ⊗H). We now work with a compactification of

SL2(OK0)\(K0 ⊗H) instead of SL(OK0 ⊕O∨K0
)\(K0 ⊗H). Since we do this, in

Lemma 4.10, we must replace the matrix group Γ0(µ) with the matrix group
Γ0(µ)′, which we now define.

Definition 7.1. For a totally real number field K0 of degree 2 over Q, with
ring of integers OK0

, and a totally positive element µ ∈ K0, we define

Γ0(µ)′ =

{(
a µb
c d

)
∈ SL2(OK0

) : a, b, c, d ∈ OK0

}
.

23



Lemma 7.2. For a totally real number field K0 of degree 2 over Q with ring
of integers OK0 , and a totally positive element µ ∈ OK0 that generates a prime
ideal, the set

C =

{(
1 ω
0 1

)
: ω ∈ OK0

/µOK0

}⋃{(
0 1
−1 0

)}
is a choice of coset representatives for the quotient of groups Γ0(µ)′\SL2(OK0

).

Proof. The matrix group SL2(OK0) acts on P1(OK0/µOK0) by(
a b
c d

)
· (x : y) = (ax+ by : cx+ dy).

Then in particular, the stabilizer of (0 : 1) is given by Γ0(µ)′, and hence
by the orbit-stabilizer theorem, there exists a natural bijection from C to
Γ0(µ)′\SL2(OK0

).

Lemma 7.3. Using the representation of Γ0(µ)′\SL2(OK0) given in Lemma 7.2,
we can write out explicit q-expansions of the coefficients of Φµ and Ψµ,i via the
following. Let f be a modular form for SL2(OK0

) of weight k with q-expansion

f(τ) =
∑

t∈(O∨K0
)+

α(t)e2πitr(tτ),

and let ` = NormK0/Q(µ).

1. For ω ∈ OK0
/µOK0

and M =

(
1 ω
0 1

)
, we have that

f |µ−1Mτ = `−k/2
∑

t∈(O∨K0
)+

ζ
tr(`µ−1tω)
` α(t)e2πitr(µ

−1tτ),

where (O∨K0
)+ denotes the totally positive elements of O∨K0

.

2. For M =

(
0 −1
1 0

)
, we have that

f |µ−1Mτ = `k/2
∑

t∈(O∨K0
)+

α(t)e2πitr(µtτ),

where (O∨K0
)+ denotes the totally positive elements of O∨K0

.

Proof. Follows immediately from the definitions.

Remark 7.4. In any dimension g, if K0 has class number 1 then OK0
∼= O∨K0

as O∨K0
-modules, so Lemma 7.2 and Lemma 7.3 would also hold in this case.

24



Algorithm 6.3 is extremely slow and uses a lot of memory. Although the
resulting coefficients of the set of Hilbert modular polynomials are relatively
small, the sizes of the numbers appearing in the intermediary linear algebra
computations on the Fourier expansions blow up very quickly (to several orders
of magnitude larger than the sizes occuring in the output). The output values are
only small because they are coefficients of Hilbert modular forms and so ‘special’
(intuitively speaking). To this end, we give here some practical improvements on
the computation time and memory usage. First of all, we do not compute the
third modular polynomial Hµ,3(X1, X2, X3, Y, Z3); Algorithm 7.5 shows that,
given (A, ξ, ι) ∈ POrdC,K0

, we can compute every abelian surface µ-isogenous
to it without using Hµ,3.

Algorithm 7.5.
INPUT: The first 2 Hilbert modular polynomials Gµ(X1, X2, X3, Y ) and
Hµ,2(X1, X2, X3, Y, Z2), as defined in Definition 1.6, the RM isomorphism invari-
ants (j1, j2, j3) ∈ C3 of some (A, ξ, ι) ∈ POrdC,K0

, as defined in Definition 1.2,
and the minimal polynomial m(X) ∈ Q(J1, J2)[X] of J3, as in Section 5.
OUTPUT: The RM isomorphism invariants of each (A′, ξ′, ι′) ∈ POrdC,K0 that
is µ-isogenous to (A, ξ, ι), or failure.

1. Set L to be the list of the NormK0/Q(µ) + 1 roots of Gµ(j1, j2, j3, Y ). If
the roots are not distinct, output failure.

2. For every j′1 ∈ L:

(a) set j′2 to be the unique element of C for which Hµ,2(j1, j2, j3, j
′
1, j
′
2) =

0,

(b) set L0 to be the list of the roots of m(X) evaluated at (J1, J2) =
(j′1, j

′
2).

(c) for every l ∈ L0, check if Gµ(j′1, j
′
2, l, j1) = 0. If true for exactly one l,

set j′3 = l. Else, output failure.

(d) add (j′1, j
′
2, j
′
3) to list L′.

3. Return L′.

Remark 7.6. An analogous algorithm to Algorithm 7.5 in arbitrary dimension
g and d ≥ g RM isomorphism invariants allows us to compute only g polynomials
in place of d.

Remark 7.7. Heuristically, we expect that for large primes p and most (A, ξ)
and (A′, ξ′) ∈ POrdFp,K0

, there exists a µ-isogeny (A, ξ)→ (A′, ξ′) if and only
if

Gµ(J1(A), J2(A), J3(A), J1(A′))

≡Hµ,1(J1(A), J2(A), J3(A), J1(A′), J2(A′))

≡0 mod p

and J3(A′) is the same as the output of Step 2 of Algorithm 7.5 (with C replaced
by Fp) with

(j1, j2, j3, j
′
1, j
′
2) = (J1(A), J2(A), J3(A), J1(A′), J2(A′)).
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If we assume that the heuristics of Remark 7.7 then we have a second major
practical improvement: do computations in finite fields in place of in Q and
Q(ζNormK0/Q(µ)

) and then use the Chinese Remainder Theorem. This idea is
used in Algorithm 7.8.

One advantage of working over a finite field in place of Q is that while the
algorithm is running over Q, the coefficients of the q-expansions blow up, using
up memory space and slowing down computations, so that Algorithm 7.8 is
significantly faster than Algorithm 6.3. A major disadvantage however is that
we do not currently have the tools to compute useful input values B, D, and p0.
The only method available, to the best knowledge of the author, is to make an
educated guess (based on the specific RM isomorphism being used and smaller
already computed examples), and then check correctness in one of the following
two ways:

1. Find a genus 2 curve C whose Jacobian J (C) has maximal complex
multiplication by a CM-field K with maximal totally real subfield K0, for
example by referring to Kohel’s database [17]. Choose a prime p > 2BD
and let J (C)p be the reduction of J (C) mod p. Compute the shape of the
µ and σ(µ)-isogeny graph containing J (C)p using [20, Volcano Theorem,
Chapter 3]. Compute the RM-isomorphism invariants (J1, J2, J3) of J (C)p
using (something similar to) Example 5.4–note that there are two choices
for J3. Re-compute the shape of the µ-isogeny and σ(µ)-isogeny graphs
using the set of Hilbert modular polynomials (the two choices for J3
correspond to the two conjugates of µ). If the graphs do not agree, then
the algorithm failed and the input values B, D, and p0 should be increased.
Else, repeat the correctness check e.g. 100 times to reach some level of
certainty that the set of Hilbert modular polynomials are in fact correct.

2. Find the RM-isomorphism invariants (J1, J2, J3) (up to choice for J3) of a
genus 2 curve whose Jacobian has maximal real multiplication for example
as described in the previous point, and check that Gµ(J1, J2, J3, Y ) factors
as expected given [2, Proposition 3.13] (for one choice of J3). If it does
not factor correctly, then the algorithm failed and the input values should
be increased. Else, repeat the correctness check as many times as required
for the desired probability of correctness.

Algorithm 7.8.
INPUT:

1. A totally real number field K0 of degree 2 over Q.

2. The q-expansions of generators γ1, . . . , γs ∈ MK0(Z) of the Q-algebra
MK0(Q).

3. The images of γ1, . . . , γs under ρ as rational functions of J1, J2, J3, where
ρ is as defined in (19).

4. A totally positive element µ ∈ K0 that generates a prime ideal.

5. An upper bound B on the absolute values and a common denominator
D of the rational coefficients of the coefficients of Φµ(Y ) and Ψµ,2(Y,Z2)
when represented as formal polynomials γ1, . . . , γs.
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6. A prime p0 such that for every prime p ≥ p0, the q-expansion coefficients
in Step 1 of Algorithm 6.3 have denominator coprime to p, and when
replacing Q and Q(ζ`) by Fp and Fp(ζ`), the system of linear equations in
Step 2 of Algorithm 6.3 still has a unique solution.

OUTPUT: The first 2 polynomials

Gµ(X1, X2, X3, Y ) ∈ Z[X1, X2, X3, Y ], and

Hµ,2(X1, X2, X3, Y, Z2) ∈ Z[X1, X2, X3, Y, Z2]

of Definition 1.6.

1. Create a list L of primes in the following way:

(a) Set i = 0.

(b) Set b = pi.

(c) Set pi+1 = min{n ∈ Z>b : n prime, n ≡ 1 mod NormK0/Q(µ)}. (This

condition is to speed up the computations as the NormK0/Q(µ)th

roots of unity are then in Fp.)
(d) Reduce the coefficients of the q-expansions of γ1, . . . , γs mod pi+1 to

get
γ1, . . . , γs ∈MK0

(Z)/pi+1MK0
(Z).

If γ1, . . . , γs generateMK0
(Z)/pi+1MK0

(Z) as a Fpi+1
-algebra, go to

step (e). Else, set b = pi+1 and go to step (c).

(e) If
∏i+1
j=1 pj < 2BD then set i = i+ 1 and go to (b). Else return

L = {p1, . . . , pi+1}.

2. Write the coefficients mod p of Φµ(Y ) and Ψµ,2(Y ) as formal polynomials
in γ1, . . . , γs for every p ∈ L by following Step 1 and 2 of Algorithm 6.3,
with Q (and Q(ζNormK0/Q

)) replaced by Fp. (This can be done in parallel.)

3. Use the Chinese Remainder Theorem to compute the coefficients of DΦµ(Y )
and DΨµ,2(Y ) as formal polynomials in γ1, . . . , γs with integer coefficients.

4. Compute Gµ and Hµ,2 following Step 3 of Algorithm 6.3.

Remark 7.9. Under much stronger heuristics it may also be possible to gen-
eralise Algorithm 7.5 to arbitrary dimension. More specifically, the heuristics
of Remark 7.7 rely somewhat on the fact that our RM isomorphism invariants
in genus 2 are pullbacks of Igusa invariants, which are known to respect this
property. Furthermore, any kind of correctness check on the input values B, D,
and p0 like those described above relies on finding some principally polarised
abelian varieties with maximal complex multiplication by a CM-field K that has
K0 as a maximal totally real subfield. This construction is commonly known
as the ‘CM-method’, and to the knowledge of the author there is little known
about how to do this in arbitrary dimension.
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As mentioned above, the major disadvantage of Algorithm 7.8 is that it
is heuristic. However, the speed up is quite significant: for NormK0/Q(µ) =
11, Algorithm 6.3 took 1 week and Algorithm 7.8 took 90 minutes (on the
same machine). Also, we can check the output by looking at the behaviour
of the polynomials as described above. Even with these improvements, there
is still a long way to go before this algorithm is practical for larger values of
NormK0/Q(µ); Table 1 gives the timings for the computations that we have

done so far. Note that Table 1 also includes one entry for K0 = Q(
√

2)–for this
case we have an implementation that works currently only for the case µ =

√
2

(this implementation uses only J1 and J2). It should be possible to generalise
this implementation to other values of µ ∈ Q(

√
2) using the formulae for the

non-symmetric part J3 of RM isomorphism invariant presented in [25]; however,
so far attempts have not yielded results and we leave this to future work.

Disc(K0) 8 5 5 5 5 5
NK0/Q(µ) 2 4 5 9 11 19

Time 2s 63s 90s ∼ 4m ∼ 90m ∼ 3d

Table 1: Timings for computation of Hilbert modular polynomials1

Remark 7.10. Choosing the representations of the invariants in such a way to
minimise the coefficients of the Hilbert modular polynomials would give a very
siginificant speed-up, especially taking into account Algorithm 7.8. We leave
this for furture work.

Remark 7.11. Dudeanu, Jetchev, Robert, and Vuille [9] have presented an
algorithm to compute a µ-isogeny directly from its kernel. When the isogeny
class of a given (A, ξ, ι) ∈ POrdFp,K0

is large enough, it should be possible
to determine the coefficients of the Hilbert modular polynomial modulo p by
looking at a large set of roots (found using the algorithm of [9]) and applying
linear algebra. In combination with the Chinese remainder theorem, under the
heuristics of Remark 7.7, this could give an alternative (probably also heuristic)
algorithm to compute Hilbert modular polynomials. Whether or not such an
algorithm would be more efficient than Algorithm 7.5 is of course subject to
careful complexity analysis. We leave this for future work.

8. Applications

There are many potential applications for these polynomials, some of which
have already been explored. We give three of these applications below.

1These timings are using the fastest algorithm in this paper, Algorithm 7.8, although it is
only conjecturally correct.
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8.1. Point counting

One natural application is a generalisation of the Schoof-Elkies-Aktin point-
counting algorithm to genus 2 curves. Schoof [30] gave an algorithm to count
points on elliptic curves over finite fields in polynomial time. Schoof’s algo-
rithm was improved by Atkin using factorisations of modular polynomials, and
later improved further by Elkies. Although there already exists a theoretical
polynomial-time algorithm to count points on genus 2 curves over finite fields
due to Pila [27] and a practical polynomial-time algorithm to count points on
genus 2 curves over finite fields with real multiplication due to Gaudry, Ko-
hel, and Smith [13], it is natural to study the factorisation patterns of the
Hilbert modular polynomials presented in this paper to attempt to generalise
Atkin’s improvements to Schoof’s algorithm to genus 2 curves with maximal real
multiplication. The genus-two-maximal-real-multiplication version of Schoof,
Elkies, and Atkin’s point counting algorithm using the set of Hilbert modular
polynomials given in this paper has in fact already been studied by Ballentine,
Guillevic, Lorenzo-Garcia, Massierer, Martindale, Smith, and Top [2]; the asymp-
totic complexity gives a significant improvement on Pila’s method and a small
improvement on Gaudry, Kohel, and Smith’s method, although this modular
polynomial method is of course very restrictive compared to either pre-exisiting
method as it currently only applies in practise to curves with maximal real
multiplication by Q(

√
5).

8.2. Walking on isogeny graphs

Another natural application is the ‘navigation’ of isogeny graphs of genus 2
curves. There has been a growing interest in the isogeny graphs of elliptic curves
over finite fields recently due to the development of isogeny-based cryptogra-
phy [12, 8, 7]. Every such protocol relies on the ability to compute ‘neighbours’
in an `-isogeny graph, that is, given an elliptic curve E/Fq, to compute all the
elliptic curves that are `-isogenous to E (up to isomorphism). In the case of
elliptic curves, there are many different options for doing this, such as Vélu’s
formulas [34], or division polynomials in combination with Kohel’s algorithm [18,
Section 2.4], or modular polynomials in combination with Kohel’s algorithm.
Modular polynomials are rarely the most efficient option, although for some
applications they do prove to be the best choice, e.g. [3, Appendix D].

There is a case for attempting to generalise these protocols to genus 2,
especially given the recent research [29] suggesting that genus 2 arithmetic
can be more efficient than elliptic curve arithmetic. The protocol presented
in [8] should generalise to genus 2 curves with maximal real multiplication
directly–given that the structure of isogeny graphs for principally polarised
simple ordinary abelian surfaces with maximal real multiplication is the same
as for ordinary elliptic curves defined over Fq [20, 5]. In order to actually
implement such a protocol, there has to be a method of navigating the isogeny
graphs, that is, of computing all the surfaces that are µ-isogenous to a given
surface. Dudeanu, Jetchev, Robert, and Vuille [9] have presented an algorithm
to compute a µ-isogeny from its kernel as an ideal in the endomorphism ring;
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this can be thought of as a genus 2 analogue of Vélu’s formulas. The Hilbert
modular polynomials presented in this paper give another method for computing
neighbours in the µ-isogeny graph. The Hilbert modular polynomial method is
currently more viable for small µ with K0 = Q(

√
5) and large (cryptographic

size) p.

8.3. Computing class polynomials

A third natural application is the generalisation of Sutherland’s algorithm for
computing Hilbert class polynomials [32] to genus 2. A Hilbert class polynomial
over a field k for a given maximal order O in a imaginary quadratic field is a
polynomial whose roots are given by the j-invariants of all the elliptic curves over
k for which the endomorphism ring is isomorphism to O. Via these polynomials
it is possible to construct an elliptic curve over Fp with a given number of points.
Sutherland [32] gives a method to compute these polynomials using modular
polynomials, which should generalise in a natural way to genus 2 using the
polynomials presented in this paper. We leave the details to future work.
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